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Abstract—The shortest path query is a common task in different 

domains, while large network scale and large amount of processing are 
challenging the traditional shortest path algorithms in performance 
and efficiency. This article proposes a shortest path algorithm which 
combines the traditional algorithms with community detection. In the 
proposed algorithm, community detection is utilized to integrate the 
fuzzy structure information in the network. As a result, the scale of the 
network is significantly reduced, which accelerates the calculation. If 
the algorithm is used for multiple SP query processing, the community 
information can be reused, leading to considerable improvement of 
performance. Based on the results in evaluation, it turns out that in 
middle (500 nodes) and large scale (1500 or 5000 nodes) BA 
networks, our algorithm is more efficient than traditional Dijkstra 
method in both single query (5%-138%) and multiple query 
(104%-3905%). 
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efficiency, network theory, shortest path problem.  

I. INTRODUCTION 

HE shortest path (SP) problem in large-scale networks is a 
common task in different domains. Due to its various 

applications in areas, this problem has been considered by 
researchers from various communities: route planning in 
computer networks [1]-[3], public transportation routes design 
[4]-[6], reachability queries [7], distance oracles[8], and social 
science [9], etc. Traditional SP algorithms, such as 
Bellman–Ford and Dijkstra’s algorithms, are widely used in 
both industry and in research because of their simplicity in 
algorithmic design [10]-[13].  

However, for those SP problems in large-scale networks, 
traditional algorithms have low performance and will cause 
considerable time and computing resources consumption [14]. 
Therefore, to proposed a feasible and efficient SP algorithm is 
significant in improving the performance of the algorithm and 
saving resource consumption. Previous literature [15]-[18] 
studied different factors that can influence the efficiency of SP 
solving, and affirmed that the topology, density and scale of the 
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network have different levels of influence on the efficiency of 
SP algorithm. 

The community structure is an important characteristic in 
networks, especially in large-scale complex networks, e.g., the 
World Wide Web [19][20], transportation networks [21], 
biological networks [22], electrical power grids [23], and other 
self-organizing systems, and has attracted huge attention in 
scientific research. In electrical power grids, regional power 
distribution system consists of numerous open or closed loop 
circuits, while the cross-regional power transmission is carried 
by a small number of high-voltage electricity transmission lines 
[23][24]. In a local area network (LAN), the routers are 
arranged on the basis of spatial locations of the terminal 
devices, which means that devices in the same room (floor, 
block, etc.) have closer and denser connections, while devices 
that are relatively far apart are connected by backbone cables 
and routers. The community structure in complex network is 
significant for solving the problems in different domains of 
research and industry, e.g., information spreading [25], 
logistics distribution [26], and recommendation systems [27]. 

In this paper, we propose a novel SP algorithm that combines 
community detection and traditional algorithms. The network 
is divided into several groups by community detection, with the 
boundary nodes defined. In this way, the original procedure of 
the algorithm is divided into 3 steps: community detection, 
network reconstruction, inter-community and terminal path 
calculation. With the preprocessing of community detection, 
the network is reduced in scale, which made the calculating 
scale much smaller. We design a series of experiments to 
compare the traditional algorithms and the proposed algorithm, 
and find that the utilization of community detection can 
improve the time efficiency by 5%-3905%, depending on 
network type, scale and the amount of calculation. 

II. PROPOSED ALGORITHM 

In this Section, we introduce the proposed algorithm, which 
consists of 3 stages: community structure detection, reduction 
and reconstruction of network, and shortest path calculation. 
For ease of expression, the community structure detection and 
the reduction of the network are termed as the preprocessing of 
the algorithm. 

A. Community Structure Detection 

To detect the community structure of a network is to decide 
which nodes should be or should not be in a community, and 
divide the whole network into several communities [28]-[30]. 
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A good partition of community should satisfy the requirement 
that the connection in a community is dense, and the connection 
between communities is sparse. The quality of the community 
detection is often measured by an index: modularity (Q) 
[20][21]. The modularity of a network partition is a 
larger-the-better value between -1 and 1 that measures the 
density of links inside communities as compared to links 
between communities [31][32]. In weighted networks, 
modularity of the partition can be simply understood as the sum 
of edge weights within each community minus that between the 
communities. Mathematically, the modularity of the partition is 
defined and can be simplified as [21]:  
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where Σin represents the sum of weights of the edges in 
community c, Σtot represents the sum of weights of the edges 
which connects nodes in community c to other communities, 
and m represents the sum of weights of all edges in the network. 

The goal of modularity-based community detection 
algorithm is to maximize the modularity of the partition [31]. In 
the proposed algorithm, we use Louvain Method [20]: 

a) Initialization: Take each node as a community. For a 
network consisting of n nodes, we now have n 
communities. 

b) Assignment: Successively assign node i to merge with 
each of its neighbor community, and calculate the 
increment of modularity ΔQ after the assignment. 
Mathematically, a simplified ΔQ can be represented as 
follows: 
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where ki,in represents the sum of weights of the edges that 
connect node i with its neighbors in the same community, 
and ki represents the sum of the weights of all edges 
attached to node i. 

When all nodes are traversed, we choose the neighbor 
community k with the greatest nonnegative ΔQ to merge 
with node i. If all assignment of merging result in negative 
ΔQ, we let the node not to merge with any community. 

c) Circulation: Successively merge community c with each 
of its neighbor community, and choose the community 
with the greatest nonnegative ΔQ. 

d) Finish: when the merging of any pair of community will 
produce a negative ΔQ, the community detection is 
finished and we now have a community partition with the 
highest modularity Q. 

B. Reduction and Reconstruction of Network 

The purpose of community detection in the proposed SP 
algorithm is to reduce the scale of the network, and minimize 
the amount of information traversed in the calculation. In the 
reconstruction of networks, previous literature [16][20] 
adopted the aggregation of the community to reconstruct the 

network, in which nodes in the same network are compressed 
into one node, and self-loops are added to represent the edges 
that connect the original nodes within the same community. 
From the perspective of visualization, we can adopt this method 
and use different sizes and colors of nodes to represent the scale 
of each community and the relationship between communities, 
therefore, this aggregation method can help us demonstrate the 
community structure in a large-scale network explicitly with a 
reduced and concise network [28][33]. However, this 
aggregation omits some necessary information of edge and 
node connection inside the community for solving the shortest 
path. In our proposed algorithm, the procedure of the reducing 
and reconstructing the network is as follows:  

a) Extracting the boundary of community: If there exists 
nodes i and j which satisfy: 1. i and j are neighbors; 2. i 
belongs to community c1 and j belongs to community c2, 
we say that node i is a boundary node of community c1 
and j is a boundary node of community c2 [29]. All the 
boundary nodes of the same community constitute the 
boundary of the community. Based on this definition, we 
can extract all boundary nodes from the network, and the 
boundary node can be represented as node ic, where c 
represents the community to which ic belongs. 

b) Internal distance calculation: When all boundary nodes 
are extracted, we calculate the distance between each pair 
of boundary nodes that belong to the same community. 
Then, in each community, we add edges to connect each 
pair of boundary nodes, take the distance calculated in this 
step as the weight of the new edges, and remove the other 
edges. As a result of adding these edges, all boundary 
nodes are globally connected in each community. 

c) External distance calculation: On the basis of the first two 
steps, we calculate the distance between each community, 
i.e., the minimum sum of weight associated to the edges 
necessary to travel between each connected pair of 
community. Now we have reconstructed a reduced 
network, which contains the boundary nodes, the distance 
between boundary nodes within the same community and 
the distance between connected communities. 

C. Shortest Path Calculation 

In the proposed algorithm, the process above is termed the 
preprocessing of the network. After the preprocessing of the 
network, most of the nodes and edges in the network are 
omitted, which can accelerate the solving of SP problem.  

After reducing and reconstruct the network, the shortest path 
between the source and destination nodes is divided into 3 
parts: the inter-community route and the terminal routes on 
each end of the path. The terminal route in a shortest path 
problem means: 1. the path from the source node to the nearest 
community boundary; or, 2. the path from the nearest boundary 
to the destination node during the travel. The inter-community 
route is, therefore, the remaining part of route that travels 
across the communities. 

We use a modified method to undertake the final calculation 
of shortest path: 
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a) We enumerate the distance from the source node ic1 to 
every boundary node in community c1 and from the 
destination node jc2 to every boundary node in community 
c2. Note that if the source node or the destination node 
happens to be a boundary node, this step can be skipped. 

b) In order to navigate to the source and destination node, 
each possible terminal route is embedded into the new 
network. 

c) We calculate the shortest path in the reduced network with 
the traditional Bellman–Ford or Dijkstra’s algorithm. 
When the shortest path in the reduced network is 
ascertained, we return the whole path with detailed 
information about the nodes and edge weight, which was 
integrated to a few edges during the reduction and 
reconstruction of the network, and thus we now have 
solved the entire shortest path in the SP problem. 

III. PERFORMANCE EVALUATION 

To assess the performance of the proposed algorithm, we 
generate different types (Erdös–Rényi random graph and 
Barabási–Albert network) and scales (200, 500, 1500, 5000 
nodes) of networks to inspect the efficiency of the proposed 
algorithm. In the assessment, we use unmodified Dijkstra’s 
algorithm, Bellman–Ford algorithm and the proposed 
algorithm to calculate the distance between 50 randomly 
chosen pairs of source and destination nodes. The running time 
in each trial is recorded for performance assessment. 

System environment declaration: The experiments were 
conducted on a Windows-based workstation with an Intel 
i7-7700k processor. To ensure that the trials are run with the 
same computing resource, the algorithms are edited, compiled, 
and run with single-thread Python scripts.  

A. Performance in Single Shortest Path Query 

The first phase of the experiment is designed to compare the 
efficiency of different algorithms when there is only one 
shortest path query. Therefore, when testing the modified 
algorithms, the time used in preprocessing steps should also be 
included in the running time. To compare the efficiency of 
different algorithms, we use the average ratio of the time spent 
in unmodified algorithm to the time spent in proposed 
algorithm to exhibit the improvement of the computational 
efficiency: 
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where tDi, tBFi, tmDi, and tmBFi respectively represents the time 
spent in unmodified Dijkstra’s algorithm, unmodified 
Bellman–Ford algorithm, the proposed modified Dijkstra’s 
algorithm, and the proposed modified Bellman–Ford 
algorithm. 

The results of the experiment are shown in Table I. We can 
see that the efficiency of the proposed algorithm is different in 
terms of the type and scale of the network. In general, the 
proposed algorithm is more efficient in solving SP problems in 
BA network, and even more efficient in networks with larger 
scale. However, when solving the SP problems in random 
graphs, the proposed algorithm is less efficient than the 
traditional Bellman–Ford and Dijkstra’s algorithm. This is 
mainly because the community structure in ER graph is 
insignificant [34], and thus will result in considerable time 
usage and poor improvement in the calculating process. 
Therefore, we can find that when there is only one SP problem 
in one network, the community detection based-SP algorithm is 
efficient in large-scale BA network, while in ER graph the 
proposed algorithm will end up with performance degradation. 

TABLE I.  COMPARISON OF TRADITIONAL AND THE PROPOSED 
ALGORITHM IN SINGLE SHORTEST PATH QUERY 

Type of 
networks 

Scale of networks 
(number of nodes) 

effD  effBF 

Erdös–Rényi 
random graph 

(ER graph) 

200 1.033 0.956 

500 0.862 0.809 

1500 0.507 0.483 

Barabási–Albert 
network 

 (BA network) 

200 0.904 0.982 

500 1.254 1.051 

1500 1.902 1.559 

5000 2.380 2.047 

B. Performance in Multiple Shortest Path Query 

As is introduced above, the proposed algorithm consists of 
two process: preprocessing and calculating, and the 
preprocessing of the network does not change with the source 
and destination nodes. Therefore, a practical way to enhance 
the performance of the algorithm is to reuse the community 
information in each SP query [35][36]. To assess the 
performance in multiple SP query, we conduct the second 
phase of experiment, in which the time in preprocessing time 
and calculating are recorded separately. 

In Fig. 1 we demonstrate the time consumption when the 
proposed algorithm is run on different scale of BA networks. 
The results in this figure are obtained with modified Dijkstra’s 
algorithm and are normalized for comparison. From the results 
shown in Fig. 1, we can find that as the network scale increases, 
the preprocessing time accounts for larger proportion in the 
total time consumption. Therefore, in large-scale networks, the 
community detection will reduce the amount of calculation to a 
larger degree, which indicates that if the information obtained 
in the community detection can be reused, more potential of the 
proposed modified algorithm can be unleashed, particularly in 
large-scale networks. 

In Fig. 2 we demonstrate the efficiency of the proposed 
modified Dijkstra’s algorithm when it is used in multiple SP 
query in a 1500-node BA network. For ease of comparison, we 
modify the data, and take the processing time in one SP query 
with traditional Dijkstra’s algorithm as a time unit. 
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Fig. 1. Time consumption in proposed modified Dijkstra’s algorithm. 

 

 

Fig. 2. Average processing time to solve each SP problem. 

From the results shown in Fig. 2, we find that the proposed 
algorithm can provide more improvement in calculation 
efficiency when more SP problems with different source and 
destination nodes are to be solved. As the number of SP 
problems increases, the average time to calculate each SP will 
decrease to a certain value, and theoretically the computational 
efficiency in multiple query effnmD satisfies: 

 lim
sp

cd rr cal
nmD mDn

cal

t t t
eff eff

t

 
    (5) 

where nsp represents the number of SPs to be calculated, tcd 
represents the time in community detection of the network, trr 
represents the time in reduction and reconstruction of the 
network, and tcal represents the time in calculating. 

Another observation made in Fig 2 is that the performance of 
the proposed algorithm converges when there are more than 6 
SP problems to solve. The threshold of the number of SPs, 

which makes effnmD approach its limit, might change, 
depending on the scale and topology of the network. However, 
this threshold is relatively small (i.e., easy to reach) comparing 
to the large quantities of calculation in real application 
scenarios of SP query, which indicates that the proposed 
algorithm is efficient in most of the practical application. 

In the performance evaluation of the proposed algorithm, the 
beneficial outcomes brought by community detection are 
clearly observed. In single SP query, the proposed algorithm 
can only accelerate the calculation in middle or large-scale BA 
networks, while in multiple SP query, the proposed algorithm 
will produce considerable performance increase. 

IV. CONCLUSION 

The proposed shortest path algorithm, in this manuscript, 
combines community detection with the traditional 
Bellman–Ford and Dijkstra’s algorithm, and has been proved to 
be efficient in processing SP query in large-scale BA networks, 
especially in scenarios where multiple SP queries are to be 
processed. Averagely, the proposed algorithm can increase the 
processing speed by 5%-3905%, depending on the scale and 
processing amount. In the proposed SP algorithm, the main 
purpose of utilizing community detection method is to integrate 
the tedious information about the topology and structure of the 
network, so that the network can be reduced, and the 
calculating process can be simplified. Furthermore, when 
processing multiple SP queries, the information in community 
structure can be reused, which can further enhance the 
efficiency of the proposed algorithm. 

This study will open practical and straightforward 
extensions. Firstly, the community detection in SP algorithm is 
a so-called ‘time-space trade-off’ (i.e., exchange apace for time 
or vice versa) approach to improve the performance of the 
algorithm [37][38]. Therefore, to what extent can we 
preprocess the network, i.e., how much space can be sacrificed 
for efficiency, is an issue worth studying. Secondly, the 
effectiveness and performance of the proposed algorithm in 
special application scenarios that possesses different features, 
e.g., network of networks [39][40], dynamic network [41], are 
to be examined. Thirdly, this article proposes using community 
detection in SP algorithm, and developed an elementary 
implementation with classic method of community detection 
and SP calculation, thus further research can develop and 
examine other combinations of methods and algorithms to 
enhance the validity and efficiency of the algorithm further. 
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